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degradations found in "uncooperative" environments.

A high resolution, self-normalizing, correlation scheme was evaluated and
found effective in handling certain types of random noise and changes in
average reflectance and contrast. However, it was sensitive to systematic
noise such as character rotation and stroke thickness variations.

The decision method used was to compute and choose the minimum Euclidean .
distance between the normalized character array and the set of normalized
stored mask arrays. The masks were generated simply by registering and
averaging four representative examples for each symbol in each font. The normal-
ization was such that the mean value and standard deviation of the grey
values for each array was 0, and 1, respectively. In addition, the arrays
were shifted to match centroids.

Ten fonts (five Latin and five Cyrillic) of data, totalling 17,611 characters,
were used in the experiments. Forced decision error rates (no rejects allowed)
averaged less than 0.57 with the best being 07 and the worst 1.17.

i Most of the errors were among a small number of characters, called confusion
groups. Special logic was devised for one confusion group that was common
among Cyrillic fonts, and applied to the font with the worst error rate. The
error rate using the special logic went from 1.17 to 0%.

In addition to the classification logic design, a scheme was evaluated for
character parsing which did not require fixed pitch. Statistics differ-
entiating test and non~text areas were devised.

The simulation included experiments aimed at providing cost-performance trade-
off data for hardware design considerations. It was found that limiting the
grey scale resolution to 4-bits had no significant effect on performance

after normalization. Tt was also found that going from 40 to 80 micron spacing
between image samples generally increased the error rate by a factor of two.
The effect was more pronounced on Cyrillic fonts that have a preponderance

of thin, but important strokes, connecting more massive, but non-discriminating
strokes.

Preliminary array processor logic was proposed based on current LSI technology
that would implement the design simulated. A breadboard using a minimum
complement of processors should now be built to demonstrate the speed and
reliability on increased amounts of data.
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EVALUATTION

This document is the final technical report, based on a 12 month effort,
which summarized the technical efforts undertaken to develop software
techniques. These techniques cover the classification and recognition of
five uncooperative fonts each of Latin and Cyrillic characters which appeared
in various scientific and technical journals.

This effort was a follow on to a previous contract F30602-74-C-0309
"OCR Software Development', which resulted in the evaluation of a cross
correlation technique. The cross correlation technique utilizing grey
scale was highly position sensitive, but relatively insensitive to random
noise appearing in textual material.

The results of this effort provided information that validated the
usefulness of gre,; scale in the recognition of thinly stroked Cyrillic
characters, but de-emphasized the amount of data per character required
for accurate recognition. The special software logic that was created to
recognize the Latin and Cyrillic characters along with the confusion
characters in each group achieved an error rate of approximately 0.57 on
the unformatted text. However, the speed of recognition for an actual system
is far too slow in software. The hardware recommendations in section 6 of
this report are an initial attempt to demonstrate the advantages of utiliz-
ing microprocessor technology for character recognition and employ parallel
processing techniques to significantly reduce the per character processing
time. In a future OCR device that would take advantage of these techniques,
decisions must be made regarding the cost effectiveness of having a small
number of errors vs the processing time trade off.

28 N
/ i LA ,‘, Kooy

DENNIS R. NAWOJ
Project Engineer
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SECTION 1

INTRODUCTION

\

The past fifteen years have produced significant achievements in the
field of Optical Character Recognition (OCR). Today there exist a number of
commercially-available OCR systems which are capable of reading a wide variety
of type fonts, provided that the input is composed of "high quality" material
prepared in a cooperative environment. In terms of human recognition, the
restrictions implied by the term Mhigh quality" material must be considered
severe. The machine reject rates on degraded material simply do not corre-
spond to those of the human.

To some degree, the performance differential between man and machine is
attributable to the machine's incomplete use of available information. [ For
reasons of economy, commercially-available OCR systems tend to use relatively
simplistic recognition strategies involving only a few grey levels. JIn lieu
of increasing the recognition computation and therefore the cost, the commer-
cial manufacturers have chosen to place the burden on the user to produce
""high quality" material at the data source origin. This procedure can work
well when the OCR system is placed in a cooperative environment where the
source data are specially prepared for OCR processing. However, the scanning
needs of the Air Force often do not lend themselves to such cooperative en-
vironments. In some OCR applications, absolutely no control over the source
generation is possible, and yet the desire to reduce media input costs still
exists, One such application is the requirement to encode the text of foreign
journals for the purpose of automatic translation and information retrieval
and analysis. This material is quite varied in both quality and format, so
much so that present-day commercially-available OCR systems have been judged
inadequate.

This report describes the results obtained on a research project to
evaluate a recognition technique for typeset Latin (English) and Cyrillic
(Fussian) alphabetic characters which have been scanned and digitized at
comparatively high spatial resolution and high grey-level quantization by the
LIPS scanner®. A normalized correlation technique was employed as the recog-
nition algorithm, at the suggestion of the Government. This technique allows
recognition in severe noise conditions such as might occur with poor quality

printing. k&

Several “problems inherent in correlation techniques were addressed.
These problems were demonstrated during work reported in the Final Technical

“ADC developed a high-resolution laser scanner system known as the Laser
mage Processing Scanner (LIPS). The LIPS system is capable of scanning,
iigitizing, and storing on magnetic tape, source material with each resolv-
able point represented by one of 256 grey levels, at sample spot size and

spacings from 1.25 to 40 microns.
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Report (RADC-TR-75-232) for a related contract (F30602-74-C-0309). Basical-
ly, the solution to the problems required finding the best possible registra-
tion of the scanned character to the prototype mask so that spurious correla-
tions with the wrong mask would not lead to incorrect classification, and by
preclassifying by size so to reduce the number of candidate classes per char-
acter. Additional logic was found necessary to resolve certain confusion
groups.

orrelation technique was applied as the character recognition algo-

r five Latin and five Cyrillic fonts, using data with high spatial and
le resolution. A data base of characters from the above mentioned
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data were chosen to be most representative given the constraints imposed
and scanning and program processing rates. Initial investigations
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A character isolation algorithm was also developed to segment the dig-
itized images first into lines, then to words and then to individual charac-
ters. The isoclated characters were then identified.

Several examples of each class were selected to form prototype masks
le t“e remainder were set aside to form a test set. After some preproc-
ing, designed tc enhance the overall system performance, correlation was
performed. Statistics on the correlation coefficients as a function of
character class and font were obtained to measure the effectiveness of the

rrelation technique. Font-by-font statistics were gathered to determine
th character class-pair problems and font characteristics which cause
o

blems

st

Over seventeen thousand characters were isolated and classified in this
tudy rall accuracy rate was better than 99.5%. The results were
about as expected. The additional resolution allowed a high level of dis-

in p

crimination for perfectly-aligned, well formed character-mask pairs. In other
words, the character-mask variance® was generally quite small for a test
character and the corresponding stored mask--several times smaller than the

minimum variance between a character and most other masks.

elation is an area-sensitive technique. Thus any degradation that
1e area of overlap between a character and its correct mask will
degrade their correlation. Random noise does not have as strong an
performance as does a rigid translation or rotation, until the noise
magnitude as to affect the same percentage of picture elements
as would the misregistration. Thus a registration algorithm was

The scheme employed matched centroids and then made four small x
splacements computing a maximum of nine correlations per character-
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Additional recommendations for modification of the recognition scheme
were made to alleviate other problems generally associated with correlation.
Initially it was thought necessary to include in the variance calculation a
weighting vector which gives emphasis to those areas that are critical for
discriminating between similar characters. This is especially true for cer-
tain Cyrillic characters which differ only in a small fraction of the total
area, usually in the thin connecting strokes. Thus an alternative method was
tried which proved successful on a small sample of confusion classes. A
scheme was tried that weighted areas of difference between masks. However,
unwanted differences - usually due to variation in stroke width ~ were often
as large, in area, as the important areas of difference.

Section 2 describes the systems, procedures, and programs used in obtain-
ing data, masks, and processed results.

Section 3 describes the algorithms and procedures in greater detail.
Section 4 details the experimental results.
Section 5 further discusses suggested embellishments to the basic scheme.

Section 6 describes the effort to design test hardware for the classifi-
cation logic.

Section 7 summarizes the surrent work and outlines suggested future work.

Appendix A provides the software documentatiom.

Appendix B provides the experimental design timing estimates of a
single processor classification scheme.

Appendix C includes pages of test extracted from each of the Russian
journals used.




SECTION 2

PROCEDURE

The systems, programs, and procedures used in the operational steps of
the project are discussed in this section. The data were scanned on the LIPS
system. For most of the project, the scanned data had to be copied from the
nine-track tapes output by LIPS onto seven-track tapes for general use on the
HIS-6180 MULTICS system. Several programs were developed on the MULTICS
system for evaluating the correlation algorithms. Some of the image data pro-
cessed were taken from data scanned under contract F30602-74-C-0309. As
needed, additional images were scanned on LIPS.

The LIPS tape images were then stored as disk images by the MULTICS
program OCR.

The disk files were then processed by the MULTICS program DOCR* which
isolated the individual characters in the images. These characters were then
iisplayed in groups on a CRT screen and hardcopies of the displays were made
so that the characters could be visually identified. The character identities
were then recorded and typed as ID files for use by a program which selects
characters for building masks and another program which merges the ID file
with a character file to form an editted file of labelled characters. Some
characters, such as italics, bold face and mathematical symbols, were specif-
ically labelled to be ignored by the recognition algorithm.

After all of the characters of a font were identified, the program MASK
SELECT randomly selects patterns to be used as masks and outputs the file
names and indices of the patterns for use by COLLECT_PATTERNS. COLLECT_
PATTERNS copies selected patterns from a set of files output by DOCR and

tes them into another file. In this case it is used to collect four

les of each pattern into a file called MASK_SET. The program MASK_
SENERATOR is then used to input groups of patterns, perform whatever prep-
aration may be necessary, register them to each other, compute the '"average"
of the patterns, and output the resulting patterns as masks.

The entire collection of masks is then input to TRANSFORMER. TRANSFORMER
then computes the grey-level normalized and truncated version of each mask and
cutputs it to a MASK DIRECTORY, along with a set of pointers sufficient for
'ORREL MAIN, the central correlation and classification routine, to find each
mask when needed. TRANSFORMER is also applied to each of the pattern files
output by DOCR; it converts each of these patterns to grey~-level normalized
nd truncated form.

Either as DOCR files or as TRANSFORMER files, the pattern files are
merged with the ID files so that CORREL_MAIN may evaluate the validity of its
decision.

For clarity, program names will be presented in upper case letters. In
Appendix A, as is customary in MULTICS, they are inlower case letters.
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The files of grey-level normalized, truncated, and labelled patterns are
then input to CORREL MAIN for processing with the several correlation-related
algorithms. Because there are several files of patterns per font, the outputs
of each run of CORREL MAIN are merged and later processed by SUMMARIZE which
prints out summary error and correct recognition rates. They may also be
processed by SUMMARIZE TRADE OFFS which prints out sets of error, reject, and
correct recognition rates for various confidence levels.
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SECTION 3

ALGORITHMS

3.1, PREVIOUSLY IDENTIFIED PROBLEMS

In the preceding report [1], some problems were identified as being
directly related to the use of correlation. The algorithms which applied the
correlation techniques first addressed these problems. The problems identi-
fied were: (1) how to deal with the fact that some characters are included
in others as parts, and therefore correlate well with those parts of the
other characters; (2) how to register mask and character in order to obtain
an optimum correlation; and (3) how to increase the sensitivity of correla-
tion to particular, high-information parts of characters while reducing
sensitivity to others.

The "inclusion problem'" is solved by defining each actual pattern

array to exist within a larger virtual pattern array. Thus, when a character
pattern is isolated from its surrounding text, a larger, virtual pattern is
defined as in Figure 3-1 with some fixed intensity value defined to be the
additional background. The size of the "virtual" pattern is chosen to be a
little larger than necessary to enclose the largest mask in the system.
This does not have a significant effect on the total amount of computation
necessary to compute the correlation. In this manner, the correlation
algorithm is forced to compute the variance between both the included and
non-included parts of test characters and the masks. Figure 3-2 contrasts

he use of the virtual array technique to the earlier work in which inclusion
was a problem. Size normalization would produce a similar result. However,
size normalization requires additional computation for both the normalization
ind correlation processes, while the "virtual pattern" technique requires
little additional computation.

The registration problem is essentially solved by registering the cen-

troids (centers of mass) of the character and each mask. Observation of a set
f correlations obtained by correlation of 300 well-formed characters to their
wn masks has shown that optimum correlation is always obtained when the
haracter center of gravity is within + 1 pixel in either direction of the
sk centroid
15, incorrect classifications are often made unless the best regis-
tained. As a ‘ixr' approximation to optimum registration, the
ra f the character and mask were registered before the correla-
ted, With a set of 300 characters we computed all correlations

egistrations of the characters to their own (correct) mask.
f the characters was registered to each of the points

irection of the mask centroid and each of the 25-
itions was ;nr.(rm&d. In all of the cases, shifting
ptimum correlation., Often, no shifting was
, although a shift would produce the optimum

, unshifted correlation to one mask is so much




Isolated Pattern Virtual Pattern Arrav

Figure 3-1 The Placement of an Isolated Pattern into a Virtual Array

Mask

Figure 3-2
i)  When the correlation is performed "in-text", inclusion results

ii)  When character and mask are centered in a larger, virtual array,
the inclusion problem is resolved




better than any correlation to any other mask that a decision can safely and
correctly be made without additional computation to find the optimum correla-
tion. Certain characters, however, still require precise registration.

An algorithm was designed to increase the sensitivity of correlation to
particular, high-information parts of characters. This algorithm will be
discussed more thoroughly in Section 3.8. The following relates to algorithms
used in this effort. Flow charts in Section 3.10. summarize the overall ex-
perimental recognition procedures, and the recognition logic flow.

3.2. TEXT FIND

To separate text from non-text, some statistics of various text and non-
text images were studied. The statistics studied were entropy, average
intensity and average length of black/white segments in the binary quantized
version of the image. It was observed that each of the three statistics is
reasonably ccnsistent over any segment of either text or non-text. However,
for any transition between text and non-text, at least one or possibly all of
the statistics shows a significant change. The particular statistic(s) which
change depends upon the specific nature of the non-text and text. No attempt
was made to automate the process of separating text from non-text.

3.3. PARSING AND CHARACTER FIND

The automatic method for isolating characters in text involves the three
stages of line find, word find, and character find. It is assumed that cor-
rection of page skew could be performed at this point in the processing.

The character extraction is performed by the program DOCR.* Various
display functions are optionally provided by subroutines.

Initially, a histogram of pixel intensities is made. Figure 3-3 is a
sample data chip as digitized by LIPS and Figure 3-4 is the grey-level
histogram of the chip. From this distribution, an approximate threshold
value for determining 'character" vs. 'background" can be selected. Figure
3-5 is composed of two distributions: the first is the background grey-
levels and the second is the character grey-levels. The image is thresholded
at the approximate point where the background distribution ends, with every
pixel less than the threshold value set to 0. This thresholding eases the
character extraction process.

A frequency count of the number of non-zero pixels in each row of the
image is obtained. Even though there are several characters which rise
above the height of the small lower case characters or drop below the line,
this distribution is characterized by very sharp jumps that indicate the
location of the main body of text lines with each line generally being
separated by at least five pixels. Figure 3-5 is a histogram of the number
of non-zero pixels in each row of the text shown in Figure 3-3.

* For clarity, program names will be presented in upper case letters. In
Appendix A, as is customary with MULTICS, they are shown in lower case letters.




The excitation and propagation of sound perturbatic
striction forces and heating if the substance during uni
focuses of a multifocus structure are investigated theore
of the density are obtained and on their basis the dist
the sound energy in the medium are investigated. It is s
two perturbation mechanisms in the medium the energy
produced are very different. Conditions for which variat
the focal region is close to a quasistatic one, are establis
tion. It is found that in both cases an anomalous varia
region occurs when the focus velocity is close to that
heating and striction to nonlincar polarization of the mu
sidered is estimated.

Figure 3-3 LIPS Image
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Figure 3-4 Grey-Level Distribution of Figure 3-3
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The problem of correcting page skew was not a concern in this effort;
however, it could be not efficiently recognized and corrected at this point in
the total classification procedure. Improper skew correction would be indi-
cated by the histogram of non-zero pixéls not being sharply defined. Correc-
tion of skew could be obtained for an entire page of characters and no modi-
fications of later algorithms would have to be performed to account for skew.

After separating lines of text, vertical or column histograms of the
number of non-zero pixels are computed for each line. Figure 3-6 presents a
histogram of the intensity values of line 2 of Figure 3-u, The start of
a word is defined as that point in a line of text where there are at least 12
of 15 non-zero elements in that line's column histogram. Similarly, a word
stop is that point where at least 12 of 15 elements are zero in the line's
column histogram. When the word's boundaries are determined, the character
extraction occurs.

The average character, in the fonts that this report has studied, is less
than 90 pixels in width. Using this information, DOCR examines the column
histogram elements of each word and locates a minimum about every 90 pixels.
The distance between the start of a word and the first minimum is the width of
the first character. The distance between the first and second minimums is
the width of the second character, etc. A raw histogram is then computed over
the width of each character to determine the height of the character. Because
of character overlap, the minimum histogram element is searched for instead of
a zero histogram element.

3.4. PREPROCESSING

After the characters are isolated a few preprocessing operations must be
performed. The purpose of the preprocessing is to prepare the character
images for the correlation programs.

Two of the preprocessing functions are designed to enhance the quality of
the images and thereby improve the performance of the OCR system. The func-
tions, SPOT-REMOVER and NOISE-CLIPPER, remove some ''salt and pepper" back-
ground noise from the character patterns. The removal is performed by setting
the pixels to the background fixed value.

SPOT-REMOVER scans the character pattern to find isolated spots of small
density and removes them. It was sufficient to define '"isolated" to mean that
the spot should be serarated from the primary image by at least one empty row
(or column) of background. It was also sufficient to define as "small" any
spot whose black pixels comprised fewer than 4% of the black pixels of the
image.

NOISE-CLIPPER removes isolated black pixels. For this purpose a point is
isolated if it has less than two neighbors in a four-connected sense. This
function serves to improve some of the imagery since it does smooth out edges.
However, it also deletes some very fine connectors in poor images and some







fine, thin serifs in a few fonts. It may be necessary to bypass this option
for certain fonts in certain text sources.

3.5. INITIAL REGISTRATION

The character's center of mass is then computed and the pattern is trans-
posed so that its center of mass is at the center of the pattern. The center
of mass point (x, y) is computed as:

N

Y xf(x,y) Y yf(x,y)
o= - xaz - = xa‘i (l)
%= y =

) £(x,y) )

X,y X,y AL R

L
where x,y is computed for each point (x,y) within the tightest boundary
around the pattern and f(x,y) is *he intensity value at (x,y). IBM has
reported that normalization by first and second moments was more successful
for character recognition than other normalization techniques (such as size
normalization) (IBM Research Report 140-68). Our centroid normalization is a
normalization by first order moment. The characters are all of the same font
so second order moment normalization is unnecessary.

3.6, GREY-LEVEL NORMALIZATION

This procedure converts the 6-bit, centered, and noise-detected pattern
to a grey-level normalized truncated and threshclded pattern of n bits. In
this operation 4 bits were used. The following correlation formula was used:

\ X=X r-r |2

c = 1/N ) L e - (2)
i3 25 O n
The normalized grey-level variable x = 22X s first computed for each test
o
X

character pixel. The characteristics of the variable X are that it has mean 0
and standard deviation 1. More important is that its range is limited.

At this point the variate x is a real variable which requires more than
6 bits for representation. Since the goal of this effort is to evaluate the
performance of the technique for performance on a hardware OCR device, x is
scaled and truncated by applying the transformation

. min (x, 1.99) if x > ¢ l
R i 2

= 2 o | ” [ (3)
L max (x, - 1.99) if

Vv

2

» ¢
&
=
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where m is the desired number of bits to be maintained from the right of the
binary (or radix) point. Thence forward, the value X is treated as an integer.

<R CORRELATION

The correlation routines are a series of subprograms designed to de-
termine the identity of a character by comparing the character pattern array
to a set of masks. The comparison process requires a maximum of three passes.
In the first pass the pattern is compared to all masks which meet some crite-
rion of plausibility. We have used relative size as the criterion. If the
pattern is of size m x n, (m rows and n columns), each mask which is to be
compared to the character must be of size p x q where m' < p < m" and n' < q<
n'". Determination of the functions which determine the relationships between
m', m", and m and n', n", and n is font-dependent. If the serifs of the font
are large and not likely to disappear because of poor ink quality or preproc-
essing, then m' = ,86m, m" = 1,14m, n' = .86n, and n" = 1.1l4n were found to be
adequate. These parameters are sufficient to account for variations in inking,
quantization error, and minor errors by the isolation process.

If the font has small, thin serifs which occasionally disappear, it is
necessary to modify the definition of n" slightly. The following is an
example of the modification which had to be used:

Y = koll x nj
if n" <n + 10 then n" = n + 10.

An example of the case in which this is necessary is shown in Figure 3-7.

After the first pass in which correlation is pzrformed against all masks
in the proper size range, a list of the most likely identities and their
correlation of the input character is obtained. The list is then sorted so
that the choice with the best correlation is first.

Depending on the system's confidence in the best choice as the proper
decision, the system either accepts it as the decision or goes on to the next
phase of processing.

The criterion for confidence in the decision is the ratio between the
second best and the best correlations. For some fonts it was found that a
ratio of less than 1.6 was sufficient, for others a ratio of 2.5 was re-
quired. It must be pointed out that the smaller the ratio that is used, the
greater the probability of accepting an incorrect decision.

In the second phase of processing, the character is compared to the set
of masks whose correlation (from phase 1) is less than u times the best corre-
lation obtained. This procedure shifts the mask +1 in each direction and
correlates the shifted mask to the character. For each mask the best of the
eight correlations thus obtained and the correlation obtained in Phase 1 is
used as the character-to-mask correlation output by this phase, A faster

version would use an approximate scheme requiring only four shifts.




Character Mask

l Figure 3-7 An example of "trimmed" or "lost" serifs.
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Again, at the end of Phase 2 a determination is made whether to make the
decision based on the best correlation or to go on to the third phase.

Before entering Phase 3, the list of candidate choices is again shortened
in a manner similar to that used at the beginning of Phase 2.

3.8. WEIGHTED CORRELATION

In Phase 3, a series of pairwise comparisons is made. A pairwise com-
parison is performed for each pair of candidate choices remaining. Thus, if
the remaining choices are c, e, and o, three pairwise comparisons are made: c
vs. e, ¢ vs. 0, and e vs. o. Then the candidate with the most votes (a candi-
date receives a vote if it wins a comparison) is selected as the decision.

The comparison technique uses a 'weighted'" mask which is computed as the
difference of two masks and then incorporated into the correlation formula.
Figure 3-8 graphically illustrates the strategy employed.

What the technique attempts to do is to build a specialized mask which
represents the difference of the two masks being compared. Then, only those
character-to-mask differences which occur in the non-zero portions of the
weighted mask contribute to the correlation sum.

3.9. MASK GENERATION

For the previous contract, masks were generated by manually co-register-
ing and averaging together characters using the DICIFER system. The method is
both tedious and prone to operational error. Most of the masks generated for
the work under this contract were generated by automatic registration and
averaging. The automatic registration was performed by matching the centroids
of the characters to each other and then computing the average. The masks
were then subjected to the same preprocessing transformations which are
applied to the test characters and stored in a mask directory for quick
reference by the correlation program.

3.10. SUMMARY

The flow chart in Figure 3-9 summarizes the overall experimental
recognition procedure and Figure 3-10 describes the recognition logic
flow.







figure 3-9 Summary of Experimental Procedure to Test Classification Algorithms
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Figure 3-10 Summary of Classification Logic Flow
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SECTION 4

EXPERIMENTAL RESULTS

Experiments were conducted to evaluate the hardware simulation algorithms
for recognition of lower case characters from 5 Latin fonts and 5 Cyrillic
fonts. Error rates generally varied from 0.0 to 1.0%. For some fonts the
experiments were simply a matter of running the programs which had already
been developed; for others, it was an iterative process of determining
where and why errors occurred, changing the mask set to compensate, and re-
running the programs.

In this section, the recognition/error rates for each of the fonts are
presented as well as a discussion of these errors. The results of investiga-
tions into determination of text/non-text data, error vs. rejection trade-
offs, and effects of each segment of the three-pass classifier will be
presented.

4.1. TEXT VS. NON-TEXT

To separate text from non-text, some statistics of various text and
non-text images were studied. The statistics studied were entropy, average
intensity, and average length of black/white segments in the binary quantized

version of the image.

Given an M by N image f(i,j), 1 < £f(i,j) < K, the entropy E, a measure
of grey-level randomness, is defined as

S P(k) logQP(k)'
k=1

where P(k) = (No. pixels of intensity k)/MN

The average intensity f is defined as
o
£ =70 E(i,5)/MN
i,j=1

and the average segment length s is defined as

s = MN/NS




where NS is the total number of segments in the image.

A "segment" of length s is a 1 by s subimage in which either all f(i,j) > T
or all f(i,j) < T for a given threshold intensity T.

In our experiment, M=1, N=500, and T=f. That is, an image is simply a
scan line of 500 pixels. 100 consecutive scan lines were used to examine
the behavior of these statistics. Figure 4-1 shows such curves from a text
image and 4-2 shows those from a non-text.

Note that each of the three statistics behaves reasonably consistent
over any image of either text or non-text. However, siginificant changes
occur within the transition area. Whether any of these three statistics is
redundant and whether these statistics are sufficient to distinguish text
from various non-text content require further investigation.

Be2. RECOGNITION RESULTS

Table 4~1 presents the details concerning the number of characters
processed and recognized in each of the Cyrillic fonts. The percentages
presented are estimates of the error rates which should be expected from
reading the appropriate journals with the same techniques. The error rate
is computed as

where the summaticn is over all classes j of characters, e. is the measured
fraction of errors on class j, and f. is the frequency of class j expressed
as a fraction of unity and measured dver a large population. The simpler
form

number of errors
number of sample characters

might introduce bias due to sampling an atypical distribution of characters.
The frequencies of occurrence used in this study were obtained from a
previous study®.

0

Engineering Analysis and Digital Simulation of the Optical Russian Print
Reader, Technical Documentary Report No. RADC-TDR~62-472, Sept. 3, 1962.
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Number of Number of Recognition
Font Characteristics Errors Rate
il 1654 1:3 99.25%
2 2038 9 99,53%
o 1972 0 100.00%
C6 3085 18 99.42%
8 1506 1.7 98.89%
1
|
i
Fotal 10255 i 57 . 99.u43%

Table 4-1 Error Rates On Cyrillic Data




Table 4-2 describes the problem pairs encountered in each of the
Cyrillic fonts and their relative frequency of occurrence within that font.
Tables 4-3 and 4-4 provide analogous information for the Latin fonts.

In the Cyrillic fonts, almost 85% of the errors (48/57) occurred among
the U, ¥, and I characters. The main difference among these three characters
is the presence or absence of a cross-piece between the two strong vertical
bars. (This is illustrated in more detail in Section 5.1. Another level
of classification logic to deal with this confusion group is discussed in
Section 5.2.) Noise (See Figure 4-3), and the varying width of this cross-
pilece are the two main reasons for misclassification. Other errors occurred
when the stroke width of the crosspiece of '"e'" was thinner or thicker than
that of the mask, resulting in a classification as an'"o" or a '"c".

In the Latin fonts, the recognition rate was generally higher than in
the Cyrillic fonts, 99.74% vs. 99.43%. The main source of errors was
chopped serifs. The missing serifs, probably a result of overlap of characters
encountered when the characters were isolated and/or misprints, explain the
b+h, h>b,n*+*o,m>0, t> f, 1 > f errors. Varying widths of the "e"
crosspiece explain the e > o and ¢ > e errors.

An experiment to determine the effect on the recognition system of a
change in resolution was conducted on a subset of the C6 font. A decrease
in resolution was simulated by a 50% linear decimation in each direction.
This was accomplished by replacing every two pixels with the average of
those two pixels. The 50% decimation also accomplished an overall storage
reduction of 4:1.

There occurred 12 errors in the 1267 samples yielding a recognition
rate of 99.05%. Using the full-sized patterns, the recognition rate was
99.39%. The trade-off is a reduction in the recognition rate of .34% for a
4:1 reduction in storage requirements. Considering the amount of disk
space necessary for the isolated characters of font C6, 910K for approx-
imately 3100 characters, the 4:1 reduction seemed worthwhile indeed.
However, in a specialized hardware OCR system, all the isolated characters
of a font would not be stored at once. Rather, they would be processed and
then the storage locations released for other characters. The main hardware
benefit would be reduction in processing time.

4.3. ERROR VS. REJECTION TRADE-OFF

For those fonts which had non-trivial error rates (at least 1/2 % and
at least 10 misclassified characters), an analysis was made of the desirabil-
ity of rejecting characters instead of making forced decisions. The strategy
selected to determine the confidence in a decision was to require a particular
minimum ratio of correlation before permitting a decision to be made. For
example, if the correlation (actually Euclidean distance) of a character to
mask "c¢" is 10,000 while its correlation to mask "o" is 10,010, a forced

"nan

decision would decide '"c'". However, a decision which required a second to




Table 4-2 Errors in Cyrillic Data

|
font Cl €2 ‘ cy cé6 c8 i
No. of { 2 e —3c 4 N——-1 5 B—>b 10 M—)H!
| |
Errors | 17T —3p 5 H —>0 12 5 ——>0j 40— @ |
(Classified — 1T — N l le —o 3n —H ‘
: |
— True : 21 —H i i
i {
{ i |
Character) ; 51 —H | '
1 1 H—I ! '
1l —n I
Total No. |
of Errors 13 9 0 18 17




Error Rates

No.

Errors

Recognition
Rate

1599 3 99.95%

1128 3 99.8u4%

1491 2 99.91%

1396 B! 9(4"/329{,1

1742 16 99.06%

7356 23 399.74%
4-8
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Table u4-4

Errors in Latin Data

Font 1 L2 L4 L5 L8
Errors —> 1 2 t ——f 2 f —t lc—>e|2b—>h
(Classified 1L —>fF 2 h —3b
— True le—o
Character) 5n—o
6m—3o0
Total No.
Errors 1 ) 2 Al 16
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igure 4-3 Examples of Noise Associated with Extracted Characters
(Tick marks denote starting columns of each character.)




first ratio of 1.01 would reject the character.

Tables 4-5 and 4-6 present sample recognition-error-reject rates for
some of the fonts. Figures 4-4 and 4-5 present this relationship graphically.

For both fonts, C6 and L8, the recognition rate declined as a function
of the minimum ratio required for a decision increased. Although the error
rate in both instances dropped as the decision ratio increased, the overall
recognition rate also decreased. This is expected, however, as the increase
in the number of rejects illustrates. While the decrease in recognition
rate as the ratio increased from a forced (1.00) decision to a 1.03 decision
is relatively small, so is the effect on the number of errors. A higher
decision ratio than 1.03 had a greater influence on the number of errors,
but the recognition rate for both fonts fell beneath 99%.

It is felt that to maintain a high recognition rate, the decision
ratio of second-best to best correlation should be equal to or less than
1.08. In this situation the use of a reject mechanism would offer little
improvement in total performance. Thus it was felt necessary to add an
additional processing pass to handle the confusion groups, such as [II ,V 9 ].

b, ANALYSIS OF 3-PHASE CLASSIFIER

The three-phase scheme studied in this project can be basically described

as:
I preliminary classification with centroid registration
2. refined classification through character re-registration
3 additional heuristics to improve the recognition rate
Lob.1, Preliminary Classification

The correlation formula used in the first phase is
- 2%
), (xgem) (1)

where Zf'fxlxg...xN> is the grey-level normalized input .unaracter,

M = MyMye e oty ” is the grey-level normalized mask of dimension N.

Let t. be the time required to compute c(¥X,M) by a particular processor.
Then obviolsly the total execution time to classify the input X in the
first phase is




Table 4-5 Font C6 Error Trade-Off Analysis

Ratio of [
1st to 2nd ‘ No. of l No. of Error Recognition
Correlation ,;*.__‘_V,,i.-f;“‘t' Rate Rate
Forced (1.00) 13 E 0.58% 99,42%
|
Lo 03 ' ] 10 0.49 99.16%
1.0¢€ { . 0.32 98.79%
1.09 ; ’! 41 0.19 98.42%
1.12 ‘ ; ; 78 0.13 97.29%
1.1 | 13 0 95.59%
1.18 } 179 0 94.02%
1.21 0 { 229 0 92.51%
4-12




Table

4-6 Font L8

Error Trade-Off Analysis

Ratio of
1st to 2nd No. of No. of Recognition
Correlation Errors Rejects Rate
Forced(1.00) 16 0 99.06%
103 16 i 99.02%
1.06 15 3 98.95%
1.08 A2 ¥ 98.91%
560 9 14 98.75%
.15 i 18 98,6u4%
g 4y P 98.57%
T2l 2 38 97.87%
4-13
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Tl = [——K—'] 15 + R (2)

where [X] is the smallest integer greater than or equal to X, K is the
number of processors that can be simultaneously operated,/ﬁ/ is the number
of masks to be correlated, and R, is the time required to 1oad the data,
select the mask with minimal correlation, transfer the information to the
second phase, etc.

In our system, the size of the input character X is used so that X is
only correlated to those masks with comparable size. The expected execution
time, E(Tl), is therefore

: 1 ot JEL o [
E(T,) = E{.[—-K——]tl+Rl/— E][—}-(-]/, tl+E\RlL
N
= B l—+l\t +edR O\
A J 1 \ l//-'

| A
™
S
}_J
\,4 -
7
)—J
-
'_l
N

\

Since,ﬁl depends on the input character size, we may write

L 5

sl Ll = L ) f @ >

E 5 s = PiE % |s.| (2)

where L is the number of alphabets, Pi is the probability of occurrence of
the character i in the text, and Si is the subset of characters with a

similar size to that of character 1i.

Such simple prescreening greatly improves the efficiency of the first

hase. Our data show that S. never exceeds 18 in C8 font with 85% «
p 2 )
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size(X)
cize(M) <115%. Therefore, for K=1, the expected execution time with size

selection reduces to approximately one-third of that without (see Table 4-7

for details).

b.4,2. Refined Classification Through Character Re-registration

The same correlation formula (1) is used in the second phase. For r
re-registrations and K2 processors simultaneously operating, the expected

execution time will be

‘,‘/.r B

\\' ,’
L K, L5 E§R2> (4)

R SR T AN i
SENE SN Loaf

where is the number of masks required for re-registration.

2

~ I s -
y \ ¢ ! ) s e
Again, E-sz T = igl Pi E |Si|‘; where Pi 1s the probability that

1
character i may occur in the second phase and Si is the set of characters

]
that cannot be resolved from characters in the first phase. Therefore, Pi

= P:.Pi2 where Pi2is the probability of character i passing to second
<

phase. Pi‘depends on the recognition technique, obviously. Table 4-7 also

summarizes an estimation of Piz's C8 font by using our algorithm. Notice

i
because of the sample size, Pi’ Pi’ etc. in Table U4-7 are the frequency of

occurrence of character i, expressed as a fraction of unity, as opposed to

the probability per se.




Table 4-7 Expected No. of Correlations and Frequency of Occurrence for
Cyrillic Data

A B C D E F G H
PP (92E s, SR r* e st YRt prw)* E st * #pairs’
A § 1 X 1% 1 1 1 3!
1a 7.30 17.43 42,29 - 2.36 - 4.92 3.283 0.08 3.00 3
> § 1.57 5.17 0.00 0.00 % 0.00 0.00 - -
3B .61 3795 53.13 2.45_ 4.98 18,71 0.36 2.00
y T 1.33  13.54 62.50 0.83 3.13 0.00 0.00 x -
5 I 2.75 5. 94 6.45 0.18 2.00 0.00 0.00 - =
6,8 9.66 13.19 56.59 5.47  3.55 2.74 0.15 2.00 -
/
, 8 ¥ 0.8l 6.00 0.00 0.00 : 0.00 0.00 - <
| g 2 1.68 10.28 16.67 0.28  2.00 0.00 0.00 - -
; 10 ¥  8.88 11.ul 94.85 8.42 u4.94  95.35 8.03 3.03 3
11 #  0.93 5.11 5.56 0.05 2.00 0.00 0.00 - -
12 K 3.54  13.31 56.86  Z.01 5,90 0.00 0.00 - =
3q 4.55  13.42 63.51 2.89 7.51 2.1 0.06 5.00 10
] 14 M 3.25 9.13 9.26 0.30 5.60 0.00 0.00 = =
5 H 6.67 11.95 95.00 6.34 3.82  37.89 2.40 2.94 3
16 6  10.47 17.62 G.92  G.72 4.9l 0.00 0.00 . -
17 1 .40 - 11.23 94.87 2.28 4.60 87.18 1.98 2,97 3
18 © 5.37 13.3% 83.53 B.ug 3.2 0.00 0.00 = <
19 T 6.64 15.67 56.25 3.74 .41 S X7 0.12 2.00 i3
( 90 ¥ 2.53 4.88 0.00 0.00 = 0.00 0.00 - =
21 b 0.31 2.00 0.00 0.00 = 0.00 0.00 = =
29 % 1.03 . 13.351 0.00 0.00 - 0.00 0.00 - 5
23 11 0.3l 5.00 50.00 0.16 2.25 0.00 0.00 2 .
24 Y 1,33 12092 36.00 0.48 6.89 0.00 0.00 - -
25 @ 0.81 2.33 16.67 0.1% 2.00 0.00 0.00 - -
26 I 0.41 6.67 0.00 0.00 ’ 0.00 0.00 . -
27 H 2.45 4.63 16.67 0.4l  2.80 0.00 0.00 - .
28 0.37 9.50 70.00 0.26 4.86 0.00 0.00 . -
29 1 0.49 4,46 0.00 0.00 a 0.00 0.00 - i
30 A 1.0 11.81 36.11 0.39  3.69 0.00 0.00 - .
31 7 5.27 6.0U 0.00 0.00 - 0.00 0.00 - -
32 b 1.19 - 17.81 80.95 0.96 5.47 5.88 0.06 2.00
33 b ).01  11.00 0.00 0.00 3 0.00 0.00 = "

1 Deleted

-~ o e - pel

2 Normalized by the total percentage of small letters (98.82%) in the
population

3. Size criterion: 0.85 < (character size)/(mask size) < 1.15




Table 4-7 (Continued)

On 1506 C8 font data set
Number of pairs when weighted correlation is involved

Frequency of occurrence of the character in the population

Number of masks used for correlation in Phase I

Estimate percentage of characters passed to Phase II

Estimated frequency of occurrence of the characters passed to Phase Il
Number of masks used for correlation in Phase II

Estimated percentage of characters passed to Phase III

Estimated frequency of occurrence of the characters passed to Phase ITI
Number of masks used for correlation in Phase III
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Both P%Q and E }ISii)>also depend on the criteria used to pass the
1l \

characters to the second phase. In our study, a real number t12 was chosen

'
so that the mask M will be passed to the second phase along with Mif

where C(E}g) is the minimum correlation between X's and M's obtained in the

1
first phase. It is obvious then that as t, increases, Pi2 and E{[Sirj>

Ry

. . i
increase and their E4 T, / increase.
L

2,

4.4.3, Additional Heuristics To Improve The Recognition Rate

Let ty be the execution time used for a particular heuristic in order
to improve the recognition rate in the third phase (or the fourth, the

fifth, etc.). By the same argument, we may write the expected execution

time as
~ -
b X s 3 £
E\:af- E K—s- ‘c3+E,LR3>
5 ) t
;E{V3 - *t, +E Ry (5)
L
5 ~
Ft,

E \‘3Jk, again, is a function of the criteria used to pass the character
~

to the third phase from the second phase.




The pairwise weighted correlation used in the third phase requires,

for each mask pair M, M':

]
a. N ¥, to calculate W: = |m.—m.1
A .

| 2
& z =
b. (2N-1) o (2N+1) “M to calculate Zw i(xi mi) /N

1
c. (2N-1) + (2N+1) to calculate ZIw i(xi—mi)z/N

Vi MM

d. 1 comparison to choose the smaller of c(X,M) and c(X,M').

Therefore, t, = (5N-2) wu, + (4N+2) Hy is required for each pair of

3 A

masks. Notice, for 3 masks input to the pairwise weighted correlation

scheme, there are 3( 3-1)/2 pairs to be compared.

When N is large (- 2500 in our experiments), the time for R. becomes

1
negligible and E {?;}: E-i‘l tl}for K=1.

O e N <3
Similarl E-{T > E< :t} rt. in the s nd pha d E-(& \= E [
i Y3 Ty 2 p in econd phase an " <\)3J>

t, in the third phase.

3

12

.
Estimated values of Pi s E<{|Si| }, etc., of the Cyrillic characters

i e

of font C8 are given in Table u4-7 along with Pi given in [3]. The reliability

of these values has not been evaluated because of time limitation. From

-

these figures, one may calculate the E<:‘l\¥’ E<\
y &

j}, E {i. \ in sequential
\\3/

simulation as




Two heuristics were used in the study. One is a general weighted

correlation (Section 3-6) and the other is a feature-looking technique
specially designed to resolve the set [M , 1,10 ] in Cyrillic alphabets.

Their time complexity will be analyzed in the following subsection.

bob.b, Time Complexity In Sequential Simulation

In order to discuss the cost-performance trade-off of a practical OCR
system, one must analyze the time required for character recognition. Such
analysis is very difficult, if indeed possible, unless the system has been
determined in detail, expecially when parallel processing is involved. The
following sequential simulation analysis can only give a first order approx-

imation.

In the first two phases, it requires N subtractions, N multiplicationms,

N-1 additions, and one division in order to obtain

N
) (Xi-mi)2
i=1

N

Therefore,

t, = (2N-1) Wy t (N+1) oy

where Ya and My are the time required to perform one addition and one

multiplication, respectively.




Eqiny ¢ ® ) P.E 4 (sil J = 12,43
=2 -
- 33 7 i
E{ lz} S NP EUS|,\ = 1497
i=1 /
33 " "
E 3\ - R A s.i\ = 0.39
. e g
- i=1 =
Therefore
E{Tl > o= 12.43 t,
(" \\
E3\i2 > = 787 tl for r=y
l' \\
4 v =
E4Ts 0.39 t,

If we further assume that 1 multiplication consumes twice as much time

as 1 addition, then t3 230250 and B T3 SR

1 il

According to Table 4-8, the recognition rate for font C8 after phase 1
is 9u.82%, after phase 2 is 98.76%, and after phase 3 is 98.89%. Therefore,
it seems the performance of the weight correlation in phase 3 is not worth

the time cost for the sequential processing.

The feature-looking technique is used when the input character has

been determined as belonging to [, U , 1] . It requires




e

Table 4-8& Number of Chatracters Reaching each Stage of Classification

No. in 2nd No. in 3rd
Pass, % Pass, % %
Font L i % # % I
A 717 4y% 166 10%
C2 : 596 29% s
2! 1972 144 T% £ %
C6 3085 1802 58% ¥ ¥
C8 150t 706 L6% 205 14%
] L1 1599 608 38% 48 3%
L2 1128 420 37% 76 7%
L4 91 608 41% 54 4%
L5 5 600 43% 60 4%
{ L8 877 51% 179 11%
I
Total® 10516 4536 43% 788 7%

Information unavailable at processing time
Total only includes the 7 fonts for which all information is
available




a. é . N u, to get the vertically projected values in the central

A

part of the input.

b. % VN comparisons to find the location of the peak if there is

any (here we simply assume that the dimension of the input is VN

by /N).

(35 2 comparisons for decision making.

Assuming 1 comparison requires 1 add-time, we have

e 1 i
t3 & (E' N + 5 /f‘f— + 2} L(A = tl
Since
”" " "
B oF PTT + P_ = 14.08%, the estimated execution time
BB i #0.1408 t = 0,008 t
& 8 A 1) ; il

According to our study, 84% of the error is due to the indistinctness among
“, Mand I . For the C8 font, this means the error rate can be reduced to
).18%. That is, by spending 0.09% more execution time (0.018/ (12.43 +

.87)), one may get an 0.95% increase in recognition rate. It is therefore

ecommendable for sequential processing. i

"~
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b4 4.5, Performance Study

The Latin font results are analogous to the Cyrillic results. The
second phase resolved 65 of the 88 total first phase errors. The third
phase offered no improvement over the second phase.

Table 4-8 provides information about the number and percentage of
characters that reached the second and third phases. The criterion for
determining if a second and third phase are needed is the following: the
ratio of the correlation of a given character-mask pair to the lowest
correlation of all the character-mask pairs is computed for all character-
mask pairs. All the masks which have a ratio less than 2.5 are subjected

to the second phase of correlation. The correlations are again computed as
are the correlation/ lowest correlation ratios. All the masks which have a
ratio of less than 1.4 passed on to the third phase of correlation where

the weighted difference masks are employed. The sample is then classified
as the character which corresponds to the lowest character-mask correla-
tion. If, at the end of any phas correlat s OF e ct er-mask
pair meets the ratio criterion, A if t ‘ he
process is terminated. An exan thi lassificetion method is illustrat-
ed below; the "c¢!" is correctl i "ot

Table 4-9 presents the recognition after ea phase of classi
Using only center of mass registration resulted in an average Cyri
recognition rate of 97.27% with 2 fonts, Cl, 92.6: and s 4.8 §
poorly. After the additional +1 pixel shifting, the average rate rose to
99.43% with the 2 troublescie fonts, Cl and C8, significantly
Because the mask weighting algorithm was not fully developed =
that fonts C2, C4, and C8 were processed, the third phase results are not
available for those fonts. However, of the other two fonts, the third

ase

resolved only 2 of the 19 C8 errors and none of the 13 Cl errors.

Table u4-8 reveals that, on the average, 43% of the samples of a font
s £E P
passed to the second phase and 7% of all the samples were forced passed
[ I P
the phase. The recognition rates rose significantly in the Cl, C8 and
fonts with the use of the second phase. The overall number of Cyrillic
rrors dropped from 280 to 59 with the use of the second phase. Using the
k k

i : ? . : oy
ime analysis results obtained, this can be expressed as 2.16% (99.43%-
97.27%) decrease in errors for a 63% (7.87 t,/12.43 t.) increase in computer
ime. The decrease in errors using the weig%ted corrélation in the third

H
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Table 4-9 Recognition Results for each Stage of Classification

[ Errors After Errors After Errors After
| Registration, Shifting, Mask Weighting,
: Recognition Rate| Recognition Rate| Recognition Rate
{ Font No. Char. # % # % # %
lﬁ —
S”l 1654 122 32.62% 73 99.25% 13 99.25%
'TZ 2038 15 99.26% 9 99.53% % b
;ﬁu 19072 3 99.85% 0 100 %
| C6 3085 62 97.99% 18 99.39% % g
;“@ 1506 78 94,82% 19 98.76% (a7 98.89%
[ Cyrillic
| Subtotal L0255 280 97.27% 59 99.43%
F
i L1 1599 9 99.44% 1 39.95% 1 99,95%
{ L2 1128 7 | 99.38% 3 | 99.8u% 3 |99.8u%
L4 1491 8 39.46% 2 99.91% 2 99.91%
LS5 1396 12 99.14% 1t 99.92% 1 99.92%
L8 1742 52 97.01% 16 99.06% 155 99,06%
Latin
Subtotal 7356 88 98.80% 28 99.74% 23 93.74%
Jverall
Total 17611 368 97.91% 82 99.53

Information unavailable at processing time




SECTION 5

IMPROVEMENTS TO THE RECOGNITION SCHEME

Figure 5-1 illustrates a problem that occurred in the character isola-
tion section of the OCR system. To allow for the possibility of overlap of
neighboring characters, the extraction program DOCR searches every 90
elements for the minimum number of non-zero pixels in the line of text
vertical histogram. The "t'" and "h" in line 2 of Figure 5-1 overlap while
there is a zero pixel count after the "h". Since the combined width of the
"t" and "h'" characters is less than the maximum allowed width, these two
were isolated as one character, "th'".

Another isolation problem is illustrated in Figure 5-2. This takes
place when the non-zero pixel count minimum occurs before the end of the
character encountered. This can be a result of a character width greater
than 90 pixels; for example, some Cyrillic capitals, or when there occurs a
printing flaw and there exists a break in the character itself.

One possible solution to these isolation difficulties is to have the
extraction and classificaticn subsystems interact with one another. When
the classifier rejects a character or consecutive characters, these charac-
ters should be subjected to another level of extraction. The width of the
""character" after the first isolation would reveal the existence of two or
more overlapping characters. These overlapping characters can be isolated
by searching for a minimum within the extracted 'character". This would,
however, require storage of the raw scanned data for all characters not
completely processed, or the ability to rescan from the printed page.

When successive characters are rejected, this could also be an indica-
tion of "over-isolated" characters. The consecutive rejects could be
concatenated together to form a new ''character” and be submitted for re-
classification.

As noted in Secticn 4. ., almost 85% (48/57) of the errors in the
Cyrillic fonts occurred amciy the I, H, and T characters. The following
discussion will provide insignht intc the cause of classification errors and

ification for these three characters.

an alternative method of

Figures 5-3 through 5-% present these three masks for the C2 font.
For illustrative purposas, the intensity values for each pixel have been
quantized into two levels, symbolized by a blank or "0'". Figure 5-6 is a
sample " H'" from font C2 also quantized into two levels, but symbolized by
a blank or "x". TFigure 5-7 shows this sample overlayed with the H mask.
Figure 5-8 shows the diff-rence between the mask and the character (quan-
tized into several levels). Figures 5-9 and 5-10 show the H character
overlayed with the 11 mask and the difference .etween the two, respectively.

5-1
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Comparison of Figures 5-8 and 5-10 shows that the least amount of overlap
occurs in Figure 5-8, the H character and the H mask, although the differ-
ence in the amount of overlap between the two comparisons is small. This
is reflected in the difference between the H/H correlation of 5968 and the
"1/ correlation of 7012. This character was correctly classified as H.

Figures 5-11 through 5-15 present another H sample, as above, which
was incorrectly classified as a 1. The H sample is slightly thinner in
the vertical strokes than the previous sample and slightly shorter in
height than the H mask. There also exists a chopped or mutilated serif.
The decision between " and 11 is very close with a H/Il correlation of 9usu
and a H/4 correlation of 9604, a difference of only 1.3%.

The regeneration of the H mask by selection of a higher threshold to
reduce the '"spread" of the mask could possibly create a correct decision in
the second example cited above. This technique of higher thresholding of
certain masks generally decreased the error rate to an acceptable level.
However, there are two problems associated with this:

y [ The iterative process of selecting the best combination of
differently thresholded masks is operator-dependent and requires
many runs of data to determine what is the best combination, and

2. Adjusting for instances of a specific error type often creates
other errors when applying a given combination of masks to more
data.

Since 85% of the Cyrillic errors occurred in the 1, H, I subset, an
alternate level of logic was introduced for these three characters to
reduce the overall error rate. After a sample has been identified by the
classification system as a member of this subset, it is subjected to an
area-sensitive logic that examines the main area of difference between
these characters. A vertical or column histogram is made and the area
between the twc vertical segments of the character extracted. See Figures
5-16 through 5-18. A horizontal histogram is then performed over the
extracted area. This area is enclosed by the dotted line in Figures 5-16
through 5-18. The resulting distribution readily identifies the character
ags all;H, or H

)

| The C8 font was selected as the test set for this algorithm because
all of the 17 errors in this font were misclassified V's and II's. The
error rate was reduced to 0%.

As a result of this investigation, it is suggested that this alternate
logic for the three character subset be incorporated into the basic corre-
lation system. This also suggests that other confusion groups may be
resolved with special logic.

e e o
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Figure 5-16 Row and Column Histograms of ¥ Character
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gure 5-18 Row and Column Histograms of 1 Character




The price of using special logic is, at least initially, the require-
ment for manual design thereof. Thus the simple mask design scheme origi-~
nally envisioned for the correlation approach would no longer be adequate
to achieve the highest level of performance possible. The inability to
iutomatically train on-line has to be evaluated in the context of the
intended application(s). It is expected that if the relative frequency of
new font design is low then on-line design is not a necessity. In the
foreign journal translation case, after the initial designs are done, the
new font frequency would be determined by the publishers of new and/or old
journals and the rate these are acquired by the Government. The publishers
would have to automate their font design for printing to make it worthwhile
to automate our font design for reading. In the meantime, manual design of
new fonts for OCR classifier logic could be provided quickly and efficiently
by skilled government and/or contractor staff who are familiar with the
system specifications, and who understand OCR design principles.
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SECTION 6

HARDWARE CONSIDERATIONS

6.1, BACKGROUND

The concept of a multi-font machine is not new. Several approaches
have been suggested and implemented. The OCR unit built for Social Security
provides separate firmware recognition logic for all expected fonts[4]. A
more efficient, but probably less accurate, approach would use a small
number of sophisticated recognition logics which can generalize over several
fonts each. Another approach allows the OCR to be reconfigured at run~time
by reading into a control memory the recognition logic parameters appropriate
for the current run. An adaptive approach which requires each character to
be identified correctly by a human trainer has been promoted as providing a
semi-automatic means to extend the basic repertoire of an OCR[5 ].

The firmware approach is expensive and still is limited to a fixed
repertoire of fonts. The lead-time to add a new font is relatively long.
It has been proposed to use hand-printing recognition logic to provide the
generalization capability over many machine print fonts because its recognition
logic must perform well for many styles of printing and generally poorer
character print quality. However, this added sophistication was not needed
for installations reading only a few different OCR fonts and therefore not
commercially developed. Furthermore, this logic would not take advantage
of the a priori knowledge of the font size and shape specifications.
Machine print differs from hand-print basically in its geometric repeat-
ability. The machine reconfiguration-at-run-time approach economizes on
hardware costs, by requiring a smaller number of more standard logic units,
each having memory loaded under software job control. This technique is
also limited to those fonts available at the moment, but new fonts can be
added using off-line software recognition logic design routines. If quicker
adaptation to new fonts is required, on-line design can be ob*ained and
implemented in software using adaptive training procedures. However, the
throughput (processing speed) performance resulting is slow, because of
software logic implementation, and the accuracy is highly sensitive to
errors introduced in training by insufficiently skilled operators. 1In
order to completely resolve certain character-pair confusions, it is
probably necessary to design special logic that can be applied to just
those cases. This suggests the need for off-line design by skilled tech-
nical personnel. The design techniques would use a simulation of the basic
hardware classifier. The resulting data would then be used by the on-line
hardware to reconfigure its operation appropriately.

Correlation search for the best match is performed on digital image
sampled in rows and columns by shifting the unknown character i ]




and right, and/or up and down, about the centroid of each mask, and choosing
the lowest variance (highest correlation). The present variance function
(implemented in the DIMES system on the HIS 635 and in P1/I on the HIS

6180) also normalizes the effects of different average grey-levels and
contrasts (intraimage variances). However, there are no explicit normaliza-
tions for rotation, skew, and non-isotropic scale changes. The effects of
these variable were previously investigated.

Successful character recognition depends not only on powerful classifi-
cation logic, but also on character detection, location, isolation, and
registration techniques. Once the next character to be read is located and
isolated from its neighbors and from extraneous markings, the recognition
routine must accurately register the character and each of the stored
masks. Detection, location, and isolation are usually performed by logic
separate from the classification logic, especially when automatic tracking
of lines of text is required. However, correlation values can also be used
to obtain a measure of registration to obtain the best fit when nearly
registered. Thus, it is possible to integrate the classification logic
with a control algorithm for character registration. As described above in
Section 3, such integration was included in the tested design.

Nearly all OCR's depend on constant pitch and fixed formatting (as
opposed to free form) of characters to be read. In addition, it is usually
known what the font is at each field (space allocated for a single logical
data item). In this case, the need to handle typeset characters, variable
spacing, freeform formatting, and unpredictable font type and size must be
accommodated. An additional complication which occurs, particularly in
technical journals, is the presence of graphics. Line drawings and
illustrations can occur at unpredictable locations on a page of text as
well as cover entire pages. Manual cut-paste-and-scan operations are the
common way of obtaining these data at present. The control algorithm for
detecting and locating the text, data, and graphics must perform well in
spite of all of these peculiarities. :

The work, under contract F30602-75-C-0269, was conducted in the context
of an eventual hardware implementation. That is, the knowledge of current
and announced computational components and techniques has strongly influenced
the direction and form of the design evaluation software.

6.2. THE PROPOSED TRIAL HARDWARE FOR CLASSIFIER LOGIC

Hardware construction for the proposed OCR system could be accomplished
in three phases. The first phase would comprise the development of a
limited character processor subsystem which implements the classifier logic
and interfaces. Phase 2 will put this subsystem on line with the specified
host computer. A third phase could expand the system to meet the total
performance specifications.
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